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Abstract: Paper presents a machine vision framework for hureges detection in non-trivial scenes, especialty
detection of a driver’s pupils while a car is mayian a road. The article describes a techniquentdge acquisition,
which takes advantage of an electronic camera witspecific reflective illuminator. Besides, an iraggrocessing
method for pupils detection based on convolutiopresented too and in the end of the paper thedemonstrated
function of a tracking algorithm with estimation tife eye blinking. All the exploited designs andhods were
proposed with respect to further realization ofealrtime application determining a level of theveni's fatigue.
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1 Introduction

Currently the most features in new cars are piilpnartended to reduce aftereffects of an accidént.the opposite
side there are methods intended to prevent frondewts e.g. by means of monitoring of the drivdesel of an
attention. Increasing number of accidents causddwyigilance of drivers is a very serious problghat’s why visual
systems for face detection [6] and monitoring & thiiver’'s fatigue become part of some new camstténtion of the
driver can be generally detected by means of at grember of various symptoms [9]. In this paperirapse and
efficient method based on visual detection of hushaapils [3] is introduced.

In the flow chart below (Fig. 1) is shown the wh@rocess of monitoring of driver’s fatigue. Fisstp is acquisition
of a video sequence of the driver by means of antelnic camera (chapter 2). Follows image premsiog and
detection of human’s pupils in acquired images sdply (chapter 3). Waveforms of these detecteddinates of
pupils are then filtered due to eventual errorthaprevious stage of pupil detection. After ireguency and duration
of the driver’s blinking is estimated and a fatidereel of the driver is determined in the end (dbagd).
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Fig. 1. The flow chart of the driver’s fatigue monitorisgstem



2 Image Acquisition System

2.1 Parametersof the camera
In visual systems, a driver’s fatigue is usuakyiraated from human features like blinking, yawningpving of a

head etc. [9]. On this account it is necessaryctuie images especially from the front of the driimages have to
contain at least regions of all possible face pmsit Accordingly a selected camera is emplaced windscreen inside
a car in distance approximately 600 mm (conside@imgm focal length and 1/2.32MOS sensor) from driver’s face.
Images with a standard resolution 640x480 pixedsamquired since the resolution of the image at ageh framerate
of the camera are not critical aspects for ourtgmu Framerate of the camera don’t exceed valutsdps, because a
driver generally falls asleep very slowly.

2.2 Infra-redilluminator

In images acquired by the standalone camera withioy additional illuminator occur reflections afteide sources
of light as headlamps of others vehicles, stréahiinations, sunlight etc. [8]. These ambient lightirces together with
relatively high complexity of the car interior atite driver's head and eyes moving make the pupdadien and their
tracking very difficult. Therefore a special illunaitor with a set of infra-red diodes was suggeatetithen constructed.
The designed illumination device is very simple @nid formed by total of eight diodes distributedenly along the
circumference of the camera lens as you can séeeomext illustration (Fig. 2).
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Fig. 2. LEDs distribution around the camera lens

All the eight diodes emit IR light in a continuoo®de on wavelength 850 nm with 15° aperture anen®0of
direct current (160 mW). Such powerful illuminatiensufficient to suppress of a usual light sour¢&svever, in case
of very strong external sources of light (e.g. cirunlight at noon) a flash mode instead of thatinaal lighting can
be used. In this case the electric current thrauighuit is switched to approximately 500 mA, butyofor a short time.
Naturally, an exposure time of the CMOS sensorthd®e decreased properly.

2.3 Acquired images

Due to the so-called bright pupil effect [1], demdhave to be placed necessarily close to thedptisal axis as
possible. Then the human pupils reflect practicallythe NIR rays back to the camera and produgghbpupil effect
mentioned above. Exactly, the bright pupil effectaused by a retina, which reflects almost athinéd wavelengths
back outwards from the eye. On the contrary, whas @re illuminated off the lens optical axis, tlsem dark since
NIR rays do not reflect back into the camera Idasamples of both images acquired without and with NIR
illuminator you can see on the next image (Fig 3).

i

Fig. 3. Comparison of images acquired without (on the kefid with (on the right) the NIR illuminator



In addition to the illuminator it is possible tsaithe filter to suppress all wavelengths shottan tthe dominant
wavelength of infra-red LEDs (approximately 850 nmhrough an experiment we took advantage of asdfiiter,
which is able to filter out all rays with wavelehgtbelow 780 nm (it means all visible wavelengti&)ch image
acquisition procedure leads to a simplified videquence without surrounding items (Fig. 4). The anmupils are
then detected more easily and with higher religbihan on images like on the previous figure.

Fig. 4. Influence of using the filter — original imageff)jeand image acquired with the filter (right)

Besides advantage described above the glass détgses that only an illuminated face is visibletba video
sequence. This drawback unfortunately makes imblesiie accurate detection of a whole face regimmsidering the
complete face region may be needed in the futunegre general technique of the image acquisitidchaut mentioned
filter was chosen. It follows that we consider mooenplex images like on the right image of the rfeg8.

3 Detection of Pupils

It is obvious from the figure 3 that pupils crett® bright spots inside the small dark area cabgetthe iris and the
sclera. If images acquired with and without theranfed illuminator are available at the same tirRag.(3), their
subtraction can be used for simplifying of the pajgtection [2]. Unfortunately the subtracted imaget only contain
bright spots that belong to eyes, but often alsdaio other adjacent regions because of the diffel@mination level
of the face (Fig. 5). Furthermore this method rezpiia couple of images for only one step in an @nagcessing
sequence.

Fig. 5. The differential image mostly contain just two kgea

Considering above mentioned disadvantages of rdifteal images we decided to only use the simplages
obtained via the camera equipped with continuoustying illuminator (on the left in Fig. 4).

Selection of the region of the interest (Fig. 6tba left) is a first step of an image preprocesdeading to the
detection of both pupils. In our case images adeiged to 60 percent of original dimensions. It fasd out through
an experiment that a range of the head movemeatsuaprisingly small (Fig. 6 on the right). Moreotbe range of
head movements of a belted body in a car will beenimited than the range of our practically unbded movements.
Second and also last image preprocessing proceasluaecolor conversion from RGB model to ordinaraygrcale
image. Conversion is performed by means of thedstal color transformation [7].



Fig. 6. The ROI selection (on the left) and two bounda’ngsk of expected driver’s head positions (on thbtji

When the cropping and color conversion are dome,grayscale image is available and both pupilse havbe
detected in each image of the acquired video segueks denoted before, human eyes form two brigbtsson the
dark neighborhood caused by the iris and the sdlgza detail of the eye in Fig. 7). With respectatootational
independence of human eyes, pupils can be localigadeans of a standard convolution filter [5] wéth appropriate
kernel given by the equation (1). Vertical and hontal dimensions of the kernel are denoted bretR and C
respectively.

g(x,y) = f(xy) Dk(u,v):iif(x—u,y—v) k(u,v)  Ox,yO(Ldim(f)) 1)

v=l u=1

In our case kernel denotédu,v) should imitate a brightness distribution near ¢bater of pupils in the acquired
image. Shape of the kernel and corresponding vateeboth shown on the right of the next figurey(Fi). The kernel
is designed symmetrically and contains only fewfficients due to a low computational cost. Calcolatof a
convolution value is then executed by means of fimymultiplications and one summation.

Fig. 7. The detail of the eye (on the left) and correspruméternel values (on the right)

In correctly acquired images the convolution ressih a new image with at least two peaks. Two &sggeaks
generally belong to the searched pupils and sonplsidetection of the two maxima results in coremrdinates of
pupils (Fig. 8). In case that the driver turnstréad too much, pupils not have to be detected psopiace some of the
two peaks belong to pupils get lost.

Fig. 8. Driver’'s eyes are open (on the left) and closeel tdublinking (on the right)

The described detection of pupils is applied om ¢lach image of the sequence separately. Potenta@k (e.g.
closed eyes or detection of some wrong peak) aecatrad handled by the pupil tracking algorithm, ebhis presented
in the next chapter.

Experiments with kernels with bigger dimensiond &arnels containing different values in variouageiments led
to results comparable to the result just depictetire significant difference was observed. Nevées® if dimensions



of the kernel exceed dimensions of the relevantregmn, an expected result of the convolution (Bjgnaturally faded
out very rapidly and a useless result is obtaiftefdllows the described technique for detectiorpapils is invariant to
a scale of the driver’s face only in very limiteahge. The changes of the scale might be easilyedag the driver
leaning back or forward, though such little changesevaluated correctly.

4 Pupils Tracking and Blinking Estimation

4.1 Tracking algorithm

From the previous chapter we know positions oftite biggest peaks (Fig. 9) in the filtered imagewever with
respect to the used detection method it is necg$sgpoint out that a correct result is not alwaysranteed. From
executed experiments we modestly extrapolate thadvst all images are processed correctly. It foomajority of
computed couples of coordinafgsy) of the pupils is correct and the rest of couples to be filtered properly.

Fig. 9. Pupils detected correctly (on the left) and ineotlly during blink (on the right)

For the filtering of an incorrectly detected caoates we assume that they are isolated valuden@lift from theirs
vicinity). It means detection errors appear moréess randomly. On the next figure (Fig. 10) you sae two graphs.
The first of them is the graph containing origimalues of x-coordinates of both pupils. An uppetveucorresponds to
the left eye (right cross in the figure Fig. 9) dmattom curve to the right eye (left cross). Ineca$ closed eyes or
another situation when one or both pupils are sibke, the graph contains obvious errors.
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Fig. 10. Graphs of the original (on the left) and filter@ah the right) values of x-coordinates of pupils

The second graph contains curves of the data ftemleft graph after passing through a low freqyefilter.
Resulting smooth curves also correspond to a ldriteman’s acceleration of the head movement. T$tiape of the
curved line depicted below both filtered curvedistance between x-coordinates of the left andtragre (strictly
between x-coordinates of the both pupils). Becaudistance between the human eyes/pupils is génemdstant, the
shape of this curve has to be straight line indeal case.

4.2 Estimation of blink moments

The each blink of eyes is a moment, when bothaledt right eye is closed. For determination momehisinking it
is necessary to find positions in the graph, wierth upper and bottom curves are discontinuouseasame time. This
determination is simply done by the subtraction anddsequent thresholding of the original and fitegraphs (Fig.

10). In next illustration (Fig. 11) are highlightedmputed moments of blinking and one error throtlghdetection of
the pupils.
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Fig. 11. The recognition between errors and moments withed eyes

From detected moments can be easily computeddwotitions and frequency of the blinking. The damtdf the
each blink is simply proportional to duration o&thorresponding error in the graph and frequenchefblinking is
given by the following equation (2).

C N-1 1 4
= 2
NN, ) ()

Symbolf, denotes the average number of blinks per secgntha C represents the number of frames per second
of the camera and finally{l is the number of detected moments of the blinkikgientioned frequency and durations of
blinking are very good indices to estimation of théver’s fatigue [4]. Increases of the frequencydaration of the
blinking indicate oncoming of the driver’s fatigaed thus his lower attention. An acoustic and/suai alarm has to
be activated in such cases to prevent an accident.

5 Conclusion

In the presented paper was introduced a framefeorthe image acquisition and consequential deiaaif driver’s
fatigue. Image acquisition hardware was assemtieldeaploited in order to following localization dfiver’s pupils.
On the basis of known positions of pupils in theag®, both frequency and duration of the blinkingenmealculated
because of indicating of the driver’'s fatigue. Tiext research will be aimed to improve reliabibtyd accuracy of the
detection of pupils and also to analyze regionsyefs in order to determine some parameters ofdsyelg. an absolute
position or closing speed.
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